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Abstract- The application of AI and machine learning 
algorithms for timely breast cancer detection is gaining 
significant volume and researchers from medical science 
and computer science both are in search of a solution that 
can reduce the mortality rate through early detection and 
treatment. This study aims to assess different machine 
learning models with acceptable generalization capacity 
and clinical explainability based on two features; first to 
measure the association between independent variables 
(breast cancer risk and preventive factor) and dependent 
variable (existence of cancer). Secondly to explore the 
patterns and correlations in raw data, over time and case, 
and continuously learn and improve. For the collection of 
data, academic databases; ScienceDirect and PubMed 
were used to find the articles. These articles were then 
analyzed through NVivo for content analysis. The study 
conjectured that machine learning and artificial 
intelligence are helping the oncologist in the early detection 
of breast cancer which resultantly increases the survival 
rate of the patients. The above findings aim to stimulate 
the process of cancer scanning at an early stage and also 
point out the new horizon of health application to AI 
experts.

Keywords— Breast Cancer, Machine Learning, Machine 
Learning based Algorithms, Thematic Analysis

BACKGROUND
Cancer is one of the fastest-growing non-communicable 
illnesses, with 19.3 million new cases and 10 million deaths 
expected by 2020. Around the world, one out of every five 
men and one out of every six women is diagnosed with cancer, 
with one out of every eight men and one out of every eleven 
women dying from the disease. With 2.3 million new cases in 
2020, female breast cancer is the most often diagnosed disease 
and a leading cause of cancer deaths, accounting for 11.7 
percent of all new cancer cases. [1]. Breast cancer is a 
malignant cell growth that occurs abnormally in the breast. If 
not treated, it might spread to other bodyparts. Breast cancer, 
excluding skin cancer, is the most common cancer among 
women. [2]. 

Breast cancer diagnosis and treatment is an expensive and 
time-consuming process that costs a lot of money not only to 
the patients and their families but also to the government. 
Hence, developing BC preventive measures and tools for 
early detection is crucial [3]. Early detection of cancer needs 
less expensive and concise treatment, and it minimizes the 
risk of spreading to other body parts [4], [5]. Many 
international health organizations, such as the World Health 
Organization (WHO) and the International Alliance for 
Cancer Early Detection (IACED), promote early detection to 
reduce death rates [6].

Early breast cancer detection is even more difficult in 
developing countries [1] where the public and governments 
have fewer resources, and late cancer diagnosis leads to 
increased mortality. Many studies have accentuated the 
importance of screening in early cancer detection and survival; 
nevertheless, breast cancer screening programs have their 
unique characteristics and trade-offs, such as generic risk and 
screening approach, customized treatment strategy, and 
patient sampling. [7]–[9]. Furthermore, medical procedures 
such as diagnosis are difficult to make since they need the 
assessment of a variety of factors that may be competing, 
complimentary, or contradictory. These aspects interact with 
one another in both unilateral and bilateral ways, forming the 
foundation for overall therapeutic judgments [10]. 

These specificities and limits of cancer and screening need to 
be addressed with caution, and a generic approach is required 
for diagnosis, with little or no medical intervention. Statistical 
methods such as generalized linear models, regression, 
correlation, and others have been utilized and promoted for 
the detection and classification of these cancer [11]. Statistical 
approaches can also lay the groundwork for the use of artificial 
intelligence to improve diagnosis accuracy and precision.

Artificial Intelligence (AI) algorithms are assisting in the 
improvement of the screening process since they can analyze 
large amounts of multi-modal data and find signals that would 
otherwise be challenging to find. [12]–[14].  Artificial 
Intelligence (AI) educates machines to understand by 
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algorithm and make predictions based on past experiences. 
These learnings can aid cancer detection by defining criteria 
and automating the scientific procedure. Machine Learning 
(ML) is classified into two types: supervised learning, in 
which the system knows the outcome, and unsupervised 
learning, in which the system does not know the outcome. 
Both approaches use data to forecast the presence or absence 
of cancer, also the likelihood of cancer occurrence. The most 
often utilised algorithms in health sciences are Natural 
Language Processing (NLP), Convolutional Neural Network 
(CNN), and MLP. [15], [16].

For many years, ML algorithms have been employed to 
diagnose breast cancer. Algorithms use data patterns to 
forecast the likelihood of occurrence and classifies the types 
of cancer. In automated mode, ML employs a variety of 
probabilistic, statistical, and optimization modules to train 
and improve performance of detection system. ML algorithms 
may be applied to current and historical data, with expertise 
and without reprogramming or predefined instructions. After 
that, statistical methods and machine learning are used to 
examine the data. Machine learning algorithms can extract 
fundamental traits and potential rules that would be impossible 
to derive using statistics alone[2].

Machine and deep learning (D&ML)-based AI research and 
applications are now increasing. D&ML approaches are 
employed in the health sciences to analyze imaging and 
pathology reports, patient records, and other associated data 
[17], [18]. In addition, ML has been used in several studies to 
identify and predict breast cancer using data from risk and 
preventative variables [19]–[22]. 

This study aims to review different machine learning models 
with acceptable generalization ability and medical 
explainability based on two capabilities: first, to measure the 
association between independent variables (breast cancer risk 
and preventive factor) and dependent variable (breast cancer 
risk and preventive factor); and second, to measure the 
relationship between independent variables (breast cancer 
risk and preventive factor) and dependent variable (existence 
of cancer). Second, to continually learn and improve by 
exploring patterns and correlations in raw data over time and 
cases.

Remaining article structures as follows; Research 
methodology section to explain the search protocols and 
process of analysis followed by a discussion was done on the 
analysis results, followed by the conclusion.

RESEARCH METHODOLOGY

Literature Search for Analysis 
To ensure replicability in future investigations, a systematic 
review method is used. The systematic review method is 

regarded as a trustworthy and scientific outline of existing 
body of knowledge in the field of research, to identify, review, 
and synthesize all relevant studies in a transparent and 
repeatable manner. The review process begins with the 
development of criteria and limitations for conducting a 
thorough literature search, as well as analysing and 
categorising the raw material ontologically. Precision, 
honesty, coverage, and full synthesis are all maintained.

Search protocols were established before the literature search 
for this research and were done in many stages. First, the 
search terms were finalized after the initial literature review, 
second, critical standards were set for the inclusion or 
exclusion of the articles from the searched one. Books, books 
chapter, and magazine articles were excluded from the 
searched materials, because of the unclear review process and 
limited diffusion. Journal articles and reports from the 
established and globally recognized cancer research institutes 
were included because of their validation as part of the body 
of knowledge. This method makes the results simple for 
reproduction.

These protocols brought a list of research articles and reports 
for the academic search engines i.e. ScienceDirect and 
PubMed. Every researcher then checked every study in full 
with the exclusion and inclusion criteria. This comprehensive 
practice finally results in 55 articles and reports discussing the 
application of AI and machine learning in cancer detection. 
On the final number of articles content analysis was 
performed, inductive approach was used to identify the 
application and benefit of AI and ML in early cancer detection. 
Procedures for search, exclusion and selection was as under;

A.)  Criteria for selecting papers covering Application of AI & 
ML in cancer detection.

1.	 Cancer risk and preventive factor and detection through 
AI & ML

2.	 Articles of peer reviewed journal
3.	 Conceptual and empirical review and reports

Exclusion criteria on the basis of theoretical applicability

1.	 Studies in which primary focus is not application of AI & 
ML

2.	 Studies focused on cancer detection but not through AI & 
ML

3.	 Studies focused on cancer detection but not breast cancer
4.	 Research published in edited books and conference 

proceedings;
5.	 Research not electronically available or by other 

reasonable means.

Search Method and Scope - Stage–I
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1.	 Full search of studies in academic journals related with 

the field
2.	 Sciencedirect and PubMed search engines
3.	 Inclusion scale by general keyword search using google 

scholar and google search engines.
4.	 Initial focus on abstract and title
5.	 Keywords;
6.	 Risk factors of breast cancer
7.	 Preventive factors of cancer
8.	 AI application for breast cancer detection
9.	 ML Algorithm for breast cancer detection
10.	 A focused search of key journals in the field to make sure 

that related articles not using keywords are included.

Search method and scope – Stage II 

Manual evaluation of every article by experts, to include 
accept or except, to fit with set parameters of Stage-I.

Search method and scope – Stage III
Re-examine studies omitted by review but encompassed 
elsewhere (and added where believed as suitable)

Conducting Analysis
Themes emphasize the core concept of any research, therefore, 
the identified themes represent basic ideas, viewpoints, and 
theoretical connections of problem statements on which the 
research problem and assertions are based. Themes were 
extracted from the research articles on the rules of qualitative 
research coding. Objectives of the research, theoretical bases 
and methods helped to fetch primary and secondary themes. 
Themes were developed against the normal content analysis 
approach, which mines themes through de-contextualization.  
The process of theme identification and confirmation was 
extensive, iterative, and detailed. The first phase brought a 
substantial volume of themes, then sorted and categorized to 
organize according to ontological scope. The process of 
categorization reflects the context of the research. General 
convention of the ontological design was applied, with the 
establishment of superclass ascending to the subclass and 
alike, this was all done after arduous examination to avoid 
any repetition and redundancy at every level.

RESULTS AND DISCUSSION
According to the most recent statistics, breast cancer is rapidly 
increasing around the world, particularly in the Americas, 
Asia-Pacific, and Africa, prompting the requirement for early 
breast cancer detection to reduce mortality rates. A lot of 
research shows that early detection of cancer and its subtypes 
can lower death rates [4]. As a solution to the challenge of 
early cancer diagnosis, computer-aided programs with cancer-
related experience were eventually developed. Early breast 
cancer diagnosis using machine learning (ML) for artificial 
intelligence (AI) is now expanding as a separate discipline 
within medical and computer science [6]. This was made 

possible by advances in statistics and artificial intelligence, 
which enabled medical practitioners, scientists, and AI experts 
to collaborate on prognostic development using factor 
analysis and regression analysis. The forecasts made by these 
hybrid systems are more accurate than those made by pure 
empirical predictions [23].  

AI systems can filter out perplexing signals from large 
volumes of heterogeneous and multimodal data, progressively 
learning about the components involved in breast cancer and 
their effect [12]–[14]. AI has the ability to improve the 
capacity of the diagnosis system by commencing analysis in 
screened people based on clinically established parameters, 
thus, facilitating cancer detection [23].  

Many machines and deep learning approaches have been 
developed over the last few decades to identify and classify 
breast cancer. These techniques may be divided into three 
categories: preprocessing, feature extraction, and 
classification. Preprocessing aids in the organization of data 
into a machine-readable format, as well as other associated 
requirements. The feature extraction procedure, on the other 
hand, identifies and distinguishes between malignant and 
benign tumors. [24]–[27].  

Researchers commonly employ multi-modal neural networks 
to examine the difference between the values of the receiver 
operating characteristic (ROC) curve and the area under the 
curve by merging multi-dimensional data (AUC). The 
findings suggest that the effectiveness of breast cancer 
prediction may be enhanced by combining heterogeneous 
data with neural networks [23]. Another study amalgamates 
artificial neural networks with principal component analysis 
to find the patterns in the supplied data for the classification 
of the new cases. The study concluded that data and learning-
based methods can help to develop an effective mechanism 
for prognostic studies by classifying cases into related 
categories more accurately depending on the severity of the 
tumor [28].  Other researchers have used other neural network 
versions to widen the use of neural networks and have 
produced more accurate results. With transcriptomics data, 
Cox-nnet (a neural network extension of the Cox regression 
model) predicts the occurrence, and the study has provided 
additional scientific knowledge [29]. Data from many 
modalities and dimensions, as well as classifiers and 
medication sensitivities, were used in the studies to employ a 
mix of artificial neural networks and principal component 
analysis to find patterns in data, which can be used to 
categorize fresh occurrences. According to the findings, data 
and learning-based techniques can help in the construction of 
an effective mechanism for prognostic research by more 
accurately classifying patients into suitable categories 
depending on the severity of the tumor [30], [31].
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Random Forest Classifier (RFC) is another ML algorithm and 
is being used for the early detection of breast cancer. RFC 
belongs to the algorithm family that includes a sufficient 
number of decision trees that work as a group [32].  Every tree 
in the random forest makes a forecast and votes, and the tree 
with the most votes becomes the model’s final prediction. The 
main benefit of RFC over other models and methodologies is 
that each tree (classifier) acts as a team member, and all 
members work together to arrive at a final forecast. 
Researchers discovered that RFC offers various advantages, 
including the ability to handle dichotomous classification, the 
ability to address datasets with fewer variables than 
observations, and the ability to work with heterogeneous data, 
all with high accuracy and efficiency [33]–[40]. RFC is being 
utilized for the prediction and classification of breast cancer, 
with different forms according to the field of application, 
because of its remarkable advantages and benefits.

The Support Vector Machine (SVM) is another frequently 
used ML algorithm. This algorithm traverses a hyperplane in 
an N-dimensional space, where N is the number of data-point 
classification features. The goal is to locate a plane with the 
greatest margin among the numerous different hyperplanes 
that might separate the two classes of data points. Margin 
refers to the data points in the two classes that are the furthest 
apart. Data points that fall on any side of a hyperplane can be 
categorized into distinct types. The hyperplane’s dimension is 
determined by the number of features. SVs are locations that 
are closer to the hyperplane and have an impact on its 
orientation and position [20].

SVM is a seasoned and proven method for cancer detection 
and prognosis, and several studies have used it for various 
types of cancers; prostate cancer [41], Colorectal Cancer [42], 
lung cancer [43], Ovarian Cancer [44], Glioma [45], and 
Spinal Chordoma, Oral Cavity Squamous Cell, Pancreatic 
Neuroendocrine [46]–[48]. Researchers have also used SVM 
to estimate survival time for patients with breast cancer and 
compared it to other machine learning algorithms for accuracy 
and efficiency [49]. Another study employed SVM to diagnose 
breast cancer and came up with a hybrid algorithm for the best 
results [50]. SVM is a good classifier for clear margins, but it 
isn’t suitable for large datasets since it takes longer to train 
and delivers disappointing results with noisy data.
In addition, to the above mentioned ML algorithms, there is 
another one known as logistic regression, which is a supervised 
machine learning method used by AI in and borrowed from 
statistics. Even though the name incorporates the word 
“regression,” it is a classification model rather than a 
regression. It is a widely used categorization approach due to 
its ease of implementation and great results with linearly 
separable classes. A logistic regression model, like the Adaline 
and perceptron statistical approaches, classifies binary classes 
and may be expanded to multiclass classification [51]. The 
likelihood of a binary output, which might have any of the 

two values yes/no, true/false, and so on, is modeled using 
logistic regression. The logistic regression’s multinomial 
variant can handle cases with more than two probable 
outcomes. It aids in determining the most appropriate 
categorization for a new sample [52].

The ease with which logistic regression may be implemented 
and the outstanding results it produces have led to its use in 
the identification and categorization of breast cancer. Several 
researches used logistic regression methods for machine 
learning and found that the results were good. For the 
identification of breast cancer, Seddik et al (2015) used the 
Wisconsin Diagnostic Breast Cancer (WDBC) dataset and 
reported that findings derived via logistic regression 
outperformed alternative techniques[53]. Another study used 
logistic regression to train the computer to classify breast 
disorders as malignant or benign, concluding that the logistic 
regression model can clearly discriminate between the two 
types of tumors [54]. Another study used the logistic 
regression model to identify and classify breast cancer, with 
the findings being more accurate and exact [55].

This study mostly focused on the area of application of 
different ML algorithm, and their pros and cons. Furthermore, 
it only covers symbolic number of articles as the data and 
analysis, however, it is a first of its kind.

CONCLUSION
This study mostly focused on the area of application of 
different ML algorithm, and their pros and cons. Furthermore, 
it only covers symbolic number of articles as the data and 
analysis, however, it is a first of its kind, which used a 
qualitative approach for cancer research i.e. thematic analysis.
Results of the study explored that machine learning algorithms 
are greatly helping the diagnosis of breast cancer at an early 
stage. There are two most widely used algorithms for this 
purpose with acceptable generalization capacity and clinical 
explainability; logistic regression, and neural networks. 
Logistic regression was used to measure the association 
between independent variables (breast cancer risk and 
preventive factor) and dependent variable (existence of 
cancer). Neural network algorithm applied to explore the 
patterns and correlations in raw data, over time and case and 
continuously learn and improve its intelligence.

As more sophisticated algorithms are being developed with 
more accurate data, more precisely machines are learning 
about the malignancies and their types without going through 
clinical and pathological procedures which are rather 
expensive or painful. 
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