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 Abstract: There is a remarkable growth in the volume of data
 processed every day. The revolution has taken us to the level
 where we are trying to find the technology suitable for the
 amount of data in pet bytes and zeta bytes. With the rapid
 change in the market, it has become a compulsion for the
 business to compete strategically. Decision support plays a
 vigorous part in this regard. The concern is that there is a dire
 need for sound technology to process an enormous amount of
 data and do it with efficiency and reliability. Performance
 optimization of MapReduce is critical because it leads us to the
 optimization of big data. Increasing the performance of
 MapReduce will lead us to an optimized state of big data. In this
 paper, we explore the performance problems associated with
 MapReduce’s processing and review different models relating to
the performance evaluation of MapReduce processing
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INTRODUCTION 
MapReduce is a distributed big data processing framework 
used by Google. It is based on functional programming, 
including a Map of function and a reduced function. 
MapReduce is a strong and fault-tolerant framework used by 
Google to process tremendous amounts of data [1]. There is a 
dire need to consider the critical points and issues regarding 
big data processing by MapReduce. This research will 
highlight the issues then move towards finding a solution. 
This research provides a review of work done on the 
performance evaluation of MapReduce and also discusses the 
matrix that can be used to increase the performance of 
MapReduce [2]. 

Performance of the hardware layer (processors, storage, 
networks) and the (operating system, JVM runtime, 
applications) software stack are affected. Each layer has 
several parameters that could lead to significant performance 
changes [3]. MapReduce framework consists of several 
distributed and processed clusters in a distributive 
environment, as shown in figure 1. The file system divides a 

Map task into large pieces; each of these map tasks is given a 
key/value succession, the key/value pairs are written on the 
local disks and are broken down to N number of reduced 
tasks. Each of the reduced tasks is assigned to each cluster 
distributed over the network. Each reduced task works on a 
single key or the value pair. After the processing is done, the 
reduced tasks are combined again to show the results [4].
Guanying Wang, Ali R. Butt, Prashant Pandey, and Karan 
Gupta worked on the MapReduce simulator to evaluate the 
performance of applications they called this MRPerf [5]. 
They performed calculations on medium-scale clusters and 
found out that the simulator was accurately predicting the 
performance of applications. Experiments revealed that 
MRPerf resulted in 28.5% increased performance in a cluster 
that was running Hadoop [6].

Colby Ranger et al. and Songchang [7, 8] worked on the 
evaluation of MapReduce for multicore and multiprocessor 
systems. They worked on phonix, which used shared memory 
to reduce task initiation and communication expenses. It 
demonstrated that phonix resulted in scalable performance for 
multicore and multiprocessor systems.

Figure 1. MapReduce Working

Jiong Xie et al. and Novian et al. [9, 10] worked on refining 
the performance of MapReduce through the placement of 
Data in heterogeneous clusters. The work was based on 
placing data across different nodes such that respectively 
node equally shares a load of data processed. This strategy 
always improves the performance of MapReduce.
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Xiao Yanga and Jianling Sun worked on the analytical 
performance model of MapReduce [11]. They proposed a 
general performance model for MapReduce. Their work 
suggested that the performance of MapReduce can be 
significantly enhanced by changing the split granularity and 
the number of Reducers. Their work provided better 
knowledge about MapReduce and its performance parameters.

PERFORMANCE MODELS OF MAPREDUCE
Two performance models of MapReduce are used for the 
optimization of performance. 

A) Cross-Layer Performance Assessment Model
Performance evaluation using the cross-layer model has three 
basic patterns. The framework’s core is to associate application 
actions corresponding to resource consumption [14].
 
1)Memory Efficiency
This pattern has a pair of assessment indexes called <Split 
Records, M Memory >. Split Records is the index that defines 
the number of records, and M Memory is the index that 
defines the memory that is utilized. Fault tolerance is a major 
thought while designing Hadoop. In order to avoid the 
successful jobs carried out multiple times, every output of the 
Map job is written on the disk. The reduction of the Map jobs 
will include getting the intermediate data from respective 
mappers. This phase involves splitting and merging [15]. 
Figure 2 shows the memory efficiency of the cross-layer 
performance assessment model.

Split and merge engage I/O operations which take much time. 
This can cause a bottleneck in the performance of MapReduce. 
So, the numbers of records split to determine the performance 
of MapReduce to a great extent. This is why Split Records is 
chosen as an application index to measure the split efficiency 
[16].

Split Records also elaborates the number of merges that occur. 
The optimizing goal related to the map phase is to minimize 
the number of splits, which means that the split occurs only 
once. The goal of the optimizing phase differs from the first 
one. We ideally want Split Records to be equal to zero. 
Suppose the Split Records is more than the number of reduced 
records; it shows that the job will be consuming several 
merges causing high expenses [17].

First, examine whether a value separates memory size from 
the right to exit and then ensure that the partition was placed 
properly over the buffer parameter.

2)Schedule Efficiency
This pattern involves <S Shuffle, N network>. The application 
index S Shuffle signifies the period between the finish of the 
Map phase and the start of the last reduce phase [13]. N 
network index indicates network activity while the S Shuffle 

phase is not recommended. Our opinion pattern data memory 
for use in a manual separation stage effectively.

Figure 2. Memory Efficiency of Cross-Layer Performance 
Assessment Model [12]

The random <S template, N Red> contains. The directory of 
the random application S represents the time interval between 
the start of the final reduction phase and the final phase of the 
map [18]. The pattern works collaboratively to show how 
good MapReduce programs respond while obtaining 
intermediate data.

The main feature of MapReduce is that the shuffle stage starts 
as soon as the initial map finishes. Figure 2 shows by what 
means the schedule completes. The shuffling phase includes 
two parts: the first part includes copying intermediate data 
from mappers. Based on this, we describe S Shuffle; this 
shows the time it takes for copying in-between data as the 
Map phase split ends. 

The act will be automatically optimized when we have 
reduced S Shuffle. The reduced the SShuffle is, the better we 
will achieve the performance. When the amount of data is 
large, then the throughput is critical. It can cause a bottleneck 
if the amount of data is large. The pattern completely views 
both the issues to recognize real performance matter [19, 20].
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Table I.	Cross-Layer Performance

Pattern        Explanation  Inefficiency
Cause

Split Efficiency
 RSplit Records, M<
> Memory

 RSplit Records : Spill Record number
in a Map/Reduce phase

 M Memory: system memory or JVM
heap utilization

 Runtime
 buffer and
 JVM related
parameters

  Schedule
Efficiency
>S Shuffle, N network<

S Shuffle  : Map phase End Timing
 For last reduce (in Wave first) and
starts  sort
N network: network utilization

 Runtime
 scheduling
parameters

  Function
Efficiency
 Fsupporting function,<
>CCPU/disk

 Fsupporting function : cost
of support functions
CCPU/disk: utilization of

CPU and disk I/O

 Application
Algorithm

3)Functions Efficiency
This group defines a pair of assessment indexes. <Supporting 
function, CCPU/disk>. In this pattern, the Supporting function 
indicates the cost of supporting functions and, CCPU/disk 
shows the consumption of CPU disk. Figure 3 shows an 
instance of this design.

Figure 3. Function Efficiency of Cross-Layer Performance Model 
[22]

The functions provided by Hadoop are called supporting 
functions. To achieve optimum performance, we need to pay 
attention to the number of CPU cycles that the supporting 
functions consume [21].

B) KOALA Based Big Data Processing System (Performance 
Assessment Model)
KOALA has a scheduler at the core, taking jobs from the 
users and assigning them to suitable clusters choosing the 
cluster based on its scheduling strategies. Jobs are given to 
KOALA using runners. KOALA uses network information 
services to evaluate the status of resources. Figure 4 displays 
the Koala base big data systems.

1) MapReduce Runner
We implement a resource organizing system that makes 
remote deployment of dynamic MapReduce clusters possible. 
A MapReduce cluster is based on an implementation 
framework to help an execution platform for MapReduce 
applications and a storage layer that helps manage and store a 
large volume of data.

Figure 4. Koala base Big Data System

An MR-runner can set up multi MR clusters inside a solitary 
physical cluster satisfying all the isolation properties. It can 
also extend a single MR cluster to a multi-cluster system. If 
we deploy multiple MR clusters, we achieve the following 
isolation properties concerning performance, data 
management, fault acceptance, and version.  

Storage layers also need to be regulated to yield optimum 
benefit to the nodes when the MR group is built [23, 24]. So, 
we can add several core nodes into an MR cluster; the problem 
comes when we are going to remove nodes, the problems may 
include integrity and data availability. We are improving the 
resize strategy to facilitate expansion and contract operations 
at the storage layer [25, 26].
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2)The Performance Model of KOALA Based 
Big Data Processing System
 The performance model built for KOALA based big data
.processing system consists of the following components

Benchmarking
To create a benchmark for the performance assessment, we 
have focused on two criteria. One of them is the amount of 
processed data, including multiple types of data, data from 
academia, social sites, scientific research, and industry. The 
second is the extent to which the system is producing an 
accurate result. This will lead us to check the reliability of the 
system.

Real-World Applications
MapReduce applications are the most common apply 
algorithms for processing text, web, and machine learning. 
HiBench [27, 28] is a MapReduce Benchmarking tool that 
adds such workloads with arbitrarily generated datasets.

3)MapReduce Modeling
Building a performing analysis for the performance of 
MapReduce, choose a multilevel approach that involves the 
following.

Infrastructure
MR-Runner enables MapReduce clusters in a multi-cluster 
environment. There can be three scenarios relating to the 
deployment of the MapReduce cluster. A single MR cluster 
can be deployed over a dedicated cluster. A single MR cluster 
can be deployed over multiple clusters, and multiple MR 
clusters can be deployed as sharing a single cluster.

Middleware 
Middleware includes a set of parameters: memory, storage 
capacity, and network. With all these parameters, we also try 
to find the exact configuration of the system, provided with 
absolute infrastructure. This can lead to a trustworthy 
performance model of MapReduce.

Application
 To build the performance model for MapReduce, we need to 
understand the extent to which it is suitable a certain amount 
of workloads. The diversity of workloads can be a strength 
and a weakness of the system.

COMPARISON OF PERFORMANCE MODELS
We have so far reviewed two models for evaluating the 
performance of MapReduce. Table 2 shows a comparison of 
performance evaluation models that we discussed earlier. 

Table II. Comparison of Performance Evaluation Models 
 Performance
 Evaluation
Model

Matrix Involved Detail Functions

 Cross-Layer
 Performance
Evaluation

Memory Efficiency
 Schedule
Efficiency
 Functions
Efficiency

 Focuses on three criteria’s,
 making efficient use of memory,
 scheduling map and reducing
,tasks as good as possible
 optimizing supporting functions
to achieve higher level perfor-
 .mance

 KOALA Based
 Big Data
 System
 Performance
Evaluation

Benchmarking
 MapReduce
Modeling
Infrastructure
Middleware
Application

 Considering the amount of data
 processed, the types of data
sets, and the accuracy of re-
.sults
 MapReduce Modeling includes
 infrastructure, middleware, and
 application criteria to achieve
.optimum performance

CONCLUSION 
To deal with a large amount of data, we need systems capable 
enough and reliable in processing large data sets. MapReduce 
is one of the reliable and fault-tolerant systems in this regard. 
In this paper, we explored the performance problems 
connected to the processing of MapReduce and reviewed 
different models relating to the performance evaluation of 
MapReduce processing. We trust that the research paper will 
open ways for others to research more in finding more 
concrete models for optimizing big data processing and 
eradicating performance concerns of MapReduce.

FUTURE WORK
This paper discussed how MapReduce is reliable for 
processing big data. The tests and features of MapReduce and 
reviewed the performance models for optimizing Big Data 
processing by MapReduce. Several factors we discussed can 
lead us to the optimized performance of MapReduce. There 
are many other issues with the performance of MapReduce 
and yet many to discover. The research opens a broader 
gateway to search out an optimized solution that will eliminate 
the performance issues of MapReduce and ultimately lead us 
to big data optimization.
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